
Pairwise Ranking and Elo Update

Zach Sekaran (UPenn), Haoran Zhang (Georgia Tech)

Georgia Tech REU
Mentor Cheng Mao

24 July 2020

Zach Sekaran (UPenn), Haoran Zhang (Georgia Tech) (Georgia Tech REU Mentor Cheng Mao)Pairwise Ranking and Elo Update 24 July 2020 1 / 19



Outline

Application: Chess

Ranking and Rating Problem

Bradley-Terry Model and Elo Update

Bounds for Error

Algorithm for MLE

Simulations

Zach Sekaran (UPenn), Haoran Zhang (Georgia Tech) (Georgia Tech REU Mentor Cheng Mao)Pairwise Ranking and Elo Update 24 July 2020 2 / 19



Application: Ranking Chess Players

Who’s the best chess player in the world?

Magnus Carlsen!
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Application: Why Magnus?

Magnus doesn’t lose often, beats opponents soundly, etc. But ranking the
top 50 players can be much harder! Consider the following example:

Adversarial Example

Alice beats Bob, Bob beats Charlotte, Charlotte beats Alice. How do we
know who’s the best?
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Application: Why Ranking is Hard

Each match has randomness

Some matches are harder than others, e.g. beating Magnus is more
impressive than beating one of us!

Some pairs of players might not play

Zach Sekaran (UPenn), Haoran Zhang (Georgia Tech) (Georgia Tech REU Mentor Cheng Mao)Pairwise Ranking and Elo Update 24 July 2020 5 / 19



Application: Why Ranking is Hard

Each match has randomness

Some matches are harder than others, e.g. beating Magnus is more
impressive than beating one of us!

Some pairs of players might not play

Zach Sekaran (UPenn), Haoran Zhang (Georgia Tech) (Georgia Tech REU Mentor Cheng Mao)Pairwise Ranking and Elo Update 24 July 2020 5 / 19



Application: Why Ranking is Hard

Each match has randomness

Some matches are harder than others, e.g. beating Magnus is more
impressive than beating one of us!

Some pairs of players might not play

Zach Sekaran (UPenn), Haoran Zhang (Georgia Tech) (Georgia Tech REU Mentor Cheng Mao)Pairwise Ranking and Elo Update 24 July 2020 5 / 19



Problem Setup: Bradley-Terry Model

Insight: rate the d players and then rank by their rating!

BTM Assumptions

Say ith player has rating θ∗i . Then, we assume

Pr [i beats j ] =
eθ

∗
i

eθ
∗
i + eθ

∗
j

=
1

1 + eθ
∗
j −θ

∗
i
.

F (t) := 1
1+e−t is probability a player beats someone rated t points lower.

Source: Bradley, Terry 1952 ”Rank Analysis of Incomplete Block Designs
I: The Method of Paired Comparisons.”
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Problem Setup: Observations

We observe n matches and the winners.

Observation

The kth match pairs players ik and jk . Then

Yk ∼ Ber
(
F
(
θ∗ik − θ

∗
jk

))
,

where Yk = 1 if ik wins and 0 if jk wins.
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Problem Setup: The Goal

The Goal

To rank the players, we try to estimate their rating. How do we use the
outcomes of matches to estimate the true rating vector θ∗ ∈ Rd?
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Initialization and Update of Ratings

θ(k) ∈ Rd is our “best guess” for θ∗ after observing k − 1 matches

θ
(1)
i = C for any constant C since F only uses relative difference

ik beats player jk in the kth match, what should we do?

F (θ
(k)
i − θ

(k)
j ) ≈ 1: θ(k) predicted well

F (θ
(k)
i − θ

(k)
j ) ≈ 0: θ(k) predicted poorly
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Quantitative Elo Update

How do we translate this heuristic into an explicit algorithm?

Elo Update

Our model expects Yk = F (θ
(k)
i − θ

(k)
j ). So, we update:

θ
(k)
i = θ

(k−1)
i − ηk(F (θ

(k)
i − θ

(k)
j )− Yk)

θ
(k)
j = θ

(k−1)
j + ηk(F (θ

(k)
i − θ

(k)
j )− Yk)

where ηk is step size. In theory, take ηk = O(1/k) or ηk = O(1/
√
k). In

chess, ηk is one of three constants, depending on skill level.
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What is Error?

There are two ways to measure error:

Rating Error: Pick some norm, e.g. Euclidean distance, and compute
‖θ − θ∗‖2.

Performance Error: Compared to the ground truth θ∗, how well does
our guess θ explain the matches we see?
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Maximum Likelihood Estimation

Suppose we observe n matches. Then we can use the log-likelihood
function to measure how well some rating vector explains our observations.

Likelihood

L(θ) =
n∏

k=1

[F (θik − θjk )]Yk [F (θjk − θik )]1−Yk

Log-Likelihood

We’d prefer summations over products, so we take the log:

L(θ) :=
1

n

n∑
k=1

[Yk log F (θik − θjk ) + (1− Yk) log F (θjk − θik )] .

Then performance error is the gap −L(θ) + L(θ∗).
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Smoothness, Strong Convexity

−L is 1-smooth, i.e. gradient has Lipshcitz constant 1, and α-strongly
convex, i.e. −L(x) ≥ −L(y)−∇L(y) + α

2 ‖x − y‖2 with α = O(de−2B).

Then performance error is O(‖θ − θ∗‖2) so we focus on rating error.
Image Source: Sebastian Pokutta
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Controlling ‖θ(n) − θ‖2

Assume our matches are selected uniformly from the set of
(d

2

)
possible

pairs of players. Then the following holds

[Shah et al 16] Theorem 2a

E ‖θ(n) − θ∗‖2 ≤ O

(
d2

n

)
.

The proof is rather technical but ultimately relies on the following
convexity inequalities:

(θ(n) − θ∗)>∇L(θ∗) ≥ L(θ∗)− L(θ(n)) +
α

2
‖θ(n) − θ∗‖2,

L(θ∗)− L(θ(n)) ≥ α

2
‖θ(n) − θ∗‖2.
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Finding MLE

Define the MLE θ̂ given by

θ̂ = argmin
θ∈Θ

−L(θ),

where Θ = {θ ∈ Rd : 1
d

∑d
i=1 θi = C , |θi − C | ≤ B}. How can we find θ̂?

Stochastic Gradient Descent, Bubeck Theorem 6.2

Pick ηk = 1
αk . Then the gradient step is

θk+1 = θk − ηk∇(−L(θk)).

For each k , project θk onto Θ. Then ‖θk − θ̂‖2 = O
(
d2

k

)
.

Note that Elo update is SGD for log-likelihood without the projection step,
which we need to maintain strong convexity.
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Experimental Data for O(d
2

n ) convergence

Fix B and n. Vary d ∈ [2, 100]. The log-log plot of error vs d has slope 2.
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Experimental Data for O(d
2

n ) convergence

Fix B and d . Vary n ∈ [1, 106]. The log-log plot of error vs n has slope -1.
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Areas for Further Investigation

What happens if the underlying θ∗ evolves over time?

Can we prove sharp convergence rates when we don’t select matches
uniformly?

What if the number of players isn’t constant?
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Questions!

Thank you for your time! Any questions?
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